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Abstract 

The Advanced Metering Infrastructure (AMI) statistics provide real-time information about 
power use as well as social, demographic, and economic aspects within a community. This study 
proposes a Data Analytics/Big Data architecture for leveraging AMI data in Smart City 
applications. The framework has three main components. First, the architectural view positions 
AMI within the SGAM. Second, the methodological view describes the DIKW hierarchy and NIST 
Big Data interoperability model's translation of raw data into knowledge. Finally, human 
expertise and talents to analyze the results and translate knowledge into wisdom are a 
connecting aspect between the two approaches. A binding element that supports optimal and 
efficient decision-making is added to our new perspective. We made a case study to 
demonstrate our framework. A load forecasting application is implemented in Retail Electricity 
Provider (REP). Some of the REP's marketplaces have a MAPE of less than 5%. The scenario also 
highlights the binding element's effect on new development options and as a feedback 
mechanism for more forceful decision making. 
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Introduction 

In order for Smart Cities to be successful, they must make extensive use of information-based 

technology. As a result, big data and data analytics have evolved into reliable tools that aid in 

the creation of applications for the various parties involved in them (Achar, 2018b). A key 

player is Smart Grids, which enable data collecting in order to construct a more evolved and 

efficient electrical network. Smart Grids are becoming increasingly popular. Adoption of 

Advanced Metering Infrastructure (AMI) is aimed at encouraging the technologies that are 

available to quantify and measure the flow of energy across the distribution network 

(Adusumalli, 2016a). 

http://creativecommons.org/licenses/by-nc-nd/4.0/
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It is this infrastructure that not only assists the utility in providing information, but also al-

lows the consumer to participate as a stakeholder in the energy value chain. AMI data repre-

sent a source of real-time information not only on electricity consumption but also on poten-

tial population behaviors, such as concentrations of people, population migration, demo-

graphic trends, and economic changes in various sectors of the population, among other 

things. AMI data are collected from a variety of sources, including satellites (Borlase, 2017). 

 

As indicated in the most recent analysis issued by Berg Insight on smart meter markets, the 

three markets that are leading the way in smart energy meter installation are Asia–Pacific (in-

cluding Japan), Europe, and the United States. According to studies, the Asia–Pacific market 

(which includes China, Japan, South Korea, India, Australia, and New Zealand) would have 

975 million smart meters, worth USD 142.8 million, by 2024, while the European market will 

have roughly 223 million smart meters. The amount of information accessible is staggering 

when you consider that a smart meter may record data at minute intervals. 

 

To be more specific, the imminent arrival of massive amounts of information necessitates the 

development of tools in the fields of Big Data and Data Analytics in order to explore and 

evaluate this information (Adusumalli, 2016b). In this context, a number of writers have 

worked on a variety of applications that attempt to extract value from the raw data collected 

by smart meters or AMI assets. We may name a few of the most typical topics that involve 

advanced analytic approaches and large amounts of data in AMI data (Adusumalli & Pasu-

puleti, 2017). 

 

AMI's data processing tools, as well as their interaction with new technologies, are discussed. 

This group includes work on platforms for storing and running analytic applications using a 

variety of programs, including Hadoop, MATLAB, MADlib, System C, Hive, and Spark 

Streaming, as well as other related work (Shyam et al., 2015; Achar, 2018a). Performance 

evaluation platforms, as well as other emerging technologies like cloud computing, real-time 

data processing, and fog computing, have also been investigated by some of the writers as 

well. Authors who are dedicated to establishing methodological ways for processing AMI 

data might also be included in this category (Daki et al., 2017). 

NIST Big Data Reference Architecture 

The majority of the time, reference designs serve as a template for generating solutions in an 

orderly manner in a certain field, and they can be utilized for comparison and alignment 

(Pasupuleti & Amin, 2018). As a result of pulling together similar characteristics identified in 

diverse documented case studies from throughout the world, NIST has determined on a par-

ticular architecture (Adusumalli, 2018). Aspects of the reference architecture depicted in Fig-

ure 1 include broad concerns about Data Analytics, including its implications and require-

ments, and other general considerations. 
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Figure 1: The National Institute of Standards and Technology's Big Data reference architec-

ture. 

The following key roles are proposed by the reference architecture. 

• In a vertical operational system, the System Orchestrator defines and integrates the data 

application activities that are necessary into the operational vertical system. It identifies 

the overarching requirements for business ownership, governance, data science, and 

system design, as well as their respective implementations. 

• Creating a computing framework that allows certain transformation applications to be 

executed while maintaining the privacy and integrity of data is what a Big Data 

Framework Provider is all about. The following resources or services are used by the 

Data Application Provider: Infrastructure framework (networking, computation, stor-

age, and environmental), Data platform (physical storage, file systems, and logical 

storage), and Processing. Infrastructure framework: (software support for applications). 

This stage is the most sensitive to the nature of the data to be processed because it re-

quires the most information. When compared to Data Analytics applications, a Big Da-

ta Analytics application may necessitate the use of a more advanced computer platform. 

• Data Provider: a person or organization who adds fresh data (usually raw data) or in-

formation sources to the Big Data system, either online or offline. Also included are 

data permanence (hosting), data scrubbing (to eliminate PII–personally identifiable in-

formation), metadata (for history and repurposing), and policy for others' access to data, 

as well as querying without uploading any data (sometimes). 
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• Users or other systems that make use of the outcomes of the analysis are referred to as 

data consumers. 

• Big Data Application Provider, search and retrieval, download, local analysis, report-

ing, and visualization of large amounts of data. 

• Data Application Provider. This component manages the life cycle of data to ensure 

that security and privacy requirements are met. As part of this process, System Orches-

trator-defined requirements are developed, as well as mechanisms for data capture and 

preparation, analytics (discovery for finding value in large volumes of data), visualiza-

tion (exploratory, explicatory, or explanatory), and access to results from the data sys-

tem. It is important to emphasize that this life cycle is relevant, in general, to both Big 

Data Analytic and Data Analytics applications, as previously stated. 

 

Big Data Analysis varies from traditional data analysis in that it takes into account the vol-

ume, velocity, and variety features of the data under consideration throughout the analysis 

process (Pasupuleti & Adusumalli, 2018). The term is used in this context when we take the 

AMI data from the function layer (data from smart meters) in the SGAM and combine it with 

the requirements of the application. During this phase of the life cycle, information is gath-

ered, prepared, analyzed, visualized, and made accessible. 

Additional to this, the NIST reference model describes the Application Provider life cycle as 

having five broad stages: 

• Collection: This stage is responsible for establishing a connection with the Data Pro-

vider and extracting the necessary information. Such information may be obtained from 

a variety of sources. This step might be referred to as the "extraction" component of the 

ETL (Extraction, Transformation, and Load) cycle because it involves the extraction of 

data. 

• Preparation: During this step, we do all of the tasks necessary to make the data useful 

and available for analysis. • Analysis: During this stage, we conduct all of the essential 

analyses. Tasks such as data validation, cleaning, outlier elimination, and normalization 

are included in this category. A section of the ETL cycle known as "transformation" 

corresponds to this step. 

• Analytical Techniques and Algorithms: During this stage, we implement all of the 

techniques and algorithms that are required to achieve the analysis goal defined by the 

application. It encompasses a variety of algorithms as well as statistics and machine 

learning methodologies. This stage is as sophisticated as the analysis requirement spec-

ifies it will be. 

• It is at this point that we organize and deliver to our Data Consumer the pieces that 

have been derived from our analytics stage. Simple reports or even interactive applica-

tions for the end-user might be used as part of the visualization process. 

• Accessibility: This stage is strongly tied to the visualization stage in terms of function-

ality. It is in charge of ensuring that the appropriate access is granted to the appropriate 

user. There are several approaches that can be used, including web services based on 

access roles or any technique that allows each user to get the results they require based 

on their role in the program (e.g., manager, operator, or supervisor). 

 

Overall, these five processes constitute the translation of data into information that can be 

used by end users to their advantage. Another set of authors, on the other hand, has proposed 

an extended cycle (Bere et al., 2014), which aims to "organize the activities and tasks in-
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volved with the acquisition and processing of data," as well as "improve the efficiency of data 

acquisition, processing, and re-purposing," in order to "improve the efficiency of data acqui-

sition, processing, and re-purposing." 

 

In any instance, whether using the five phases suggested by NIST or the nine steps of the ex-

tended cycle presented by (Erl et al., 2016), the goal of this stage is to turn the data into use-

ful outputs through the application of data analytic techniques and algorithms to achieve a 

specific purpose. Following that, the NIST reference model is introduced as a new compo-

nent of the architecture suggested in this paper in Figure 2. 

 
Figure 2: SGAM serves as the data provider architecture for the DIKW hierarchy, while the 

NIST model serves as the data transformation methodology for the hierarchy. 

 

The architecture, business, and function layers of the AMI deployment over SGAM are de-

picted in Figure 2 as a relationship between the architecture, business, and function levels. As 

a result, the reference framework proposed by NIST serves as a mechanism for converting 

AMI raw data into knowledge, allowing for the advancement of the hierarchy proposed in the 

DIKW methodology for recognizing atypical consumption and identifying atypical consump-

tion patterns. 

 

An exploratory case focused on Big Data and Data Analytics was used to validate this 

framework in a prior iteration of the framework (Pasupuleti, 2016b). In that particular study 

example, we concentrated on the examination of electricity consumption data collected from 

smart meters in London between 2011 and 2014. By combining several data sources, we were 

able to gather more than 670 million data warehouse records, which were then processed and 

examined further. Load forecasting, customer clustering, and modeling were among the Big 

Data Analytics developments implemented in the prior research case, with one but more on 

Data Analytics due to the large number of records available (Adusumalli, 2017a). Currently, 

the REP is active in 30 marketplaces that are affiliated with two companies that are members 

of the same REP. Each market corresponds to a city in which one of the REP's enterprises has 
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a presence, and vice versa. For the sake of this case study, Company 1 and Company 5 were 

designated as the names of the two companies involved. 

 

Currently, the statistical department of the REP anticipates the total amount of energy con-

sumed by its clients as a collective (Pasupuleti, 2015). However, when this department dis-

aggregated the predictions by each market (city), they discovered that the Mean Absolute 

Percentage Error (MAPE) was 38 percent. With this case study, we will be implementing a 

prototype project to increase the demand forecasting of the REP's consumers, who will be 

grouped by market, namely by city and time intervals of 12 hours, in order to better serve 

them (a.m. and p.m. intervals). Due to the fact that it is an early pilot model, the implementa-

tion time for this case study was limited to three weeks. 

SGAM Business and Function Layers 

Similarly to the SGAM given in Figure 1, the problem outlined before defines the purpose of 

the study case, which is the function of the business layer: an application to improve the load 

forecasting of the company by market or city, which is the role of the business layer. Follow-

ing the definition of the case study's goals, the function layer is responsible for ensuring that 

the platforms' functionality is maintained so that we may achieve the goals established in the 

business layer (Adusumalli, 2017b). 

 

According to Uslar et al. (2013), this layer, in the context of AMI, includes service platforms 

that are responsible for the production of meter data for various roles such as distribution 

network operator, DER operator, and customer. It is in this sense that the REP supplied us 

with access to the information provided by two of its service platforms. The first platform 

(smart meter data platform) is responsible for delivering data connected to the metering infra-

structure system, which includes data from smart meters deployed at each customer location. 

 

The second platform (the customer data platform) is used to present information about the 

client. The goal described in the case study relates to the SGAM business layer (Pasupuleti, 

2016a). In the same way, the data provider platforms are connected to the SGAM function 

layer. It is feasible to proceed to the data transformation step, as seen in Figure 1, after iden-

tifying the components of the business and function levels. 

Transformation of Data into Information and Knowledge 

To transform raw data into knowledge, we begin with the NIST reference framework, which 

is received from data platforms in the SGAM function layer, according to the DIKW model 

(Rowley, 2017). (Liu et al., 2017). 

 

• System Orchestrator (also known as a system orchestrator). This function was carried 

out by the authors and the REP development team. 

• Data Provider is a company that provides data. As specified in the SGAM function lay-

er, the service platforms mentioned therein fulfill the job of the data provider. This 

function serves as a link between the architectural component (SGAM) and the meth-

odological component (DIKW + NIST model) of the framework provided in this study. 

• Data Consumption. This responsibility was taken on by the development department 

and the CEO of the REP. They are the ones who will be interacting with the results of 

the application. 
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• Data Application Service Provider (DASP). We designed and created all procedures 

associated with the Data Analytic life-cycle, which included activities such as data col-

lection, preparation, curation, analytic, visualization, and access to results. This func-

tion is responsible for ensuring the transformation of raw data into knowledge and for 

overseeing the data life cycle, which was previously discussed. 

Data Collection and Preparation 

The conversion of data into information is the first transformation that takes place (Stoyanov 

and Kakanakov, 2017). This was accomplished through the completion of the first two tasks 

of the Data Application Provider, which are depicted in Figure 1: data gathering and data cu-

ration/preparation. This was accomplished by developing an Extraction-Transformation-Load 

(ETL) stage and writing several functions that were then used in conjunction with other func-

tions from the Pandas Python package. 

 

The Pandas library capabilities allowed us to connect to the two data systems mentioned 

above, which provided us with historical energy use data as well as information about our 

customers' preferences. The smart meter data platform produced one file for each month of 

historical data collected by the smart meter system (Fadziso et al., 2018). Active and reactive 

energy measurements were taken hour by hour, and we had access to a total of 1,949,337 

records with these measures. For the purposes of the case study, only active energy use was 

taken into consideration. The information was organized into 56 fields, which included the 

customer ID, the date, the market (city), the REP Company, and active and reactive energy 

measures for each hour. The customer data platform offered information on 3534 customers 

and the features that characterized each of them. The information was organized into eleven 

fields, which included the customer ID, economic activity, contract-related information, elec-

trical installation information, and market (city) for each client in turn. 

 

As part of the development of a data warehouse, we used the Pandas library to create trans-

formation functions that filtered corrupt or incomplete records for both customer records and 

consumption records (Pasupuleti, 2017). According to the REP aim, we only examined bor-

der (total) measurements and categorized consumptions by markets, rather than by consum-

ers, in our analysis. The raw data from the smart meter data platform was supplied in a ma-

trix-like data frame that contained the 56 fields listed above. We did, however, create 30 

time-series data frames with only five fields: the REP's company ID, the market (City), the 

timestamp (in one-hour intervals), the type of day (business day, weekend, or holiday), and 

the amount of active energy spent at each time interval (in kilowatt hours). Later, we put the 

data frames in a warehouse with only the information needed to continue with the analysis 

that was requested.  

Conclusion 

The growth of the electrical grid in Smart Grids paves the path for the adoption of new infra-

structures, such as AMI, in the future. Its deployment makes a large volume of data available, 

which rises at the same rate as the number of AMI project implementations. In order to take 

use of the availability of data from Smart Meters (AMI data), tools and platforms for pro-

cessing, analysis, and utilization in fields of research such as Big Data and Data Analytics are 

required. In this regard, a number of authors have offered research methodologies as well as 

application scenarios. Applications include AMI data processing tools and their connection 
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with developing technologies, load profile identification, load forecasting, demand response 

systems, as well as loss detection and prevention. 

 

The implementation of a case study based on real data provided us with the opportunity to 

validate the framework. It is demonstrated in the case study that all of its components are 

critical in achieving outcomes that are beneficial to the functioning of a company in the elec-

tricity sector, in this case, a REP, at the worldwide level. The smart meter and customer data 

platforms served as data sources for the SGAM function layer, which was implemented as a 

function layer. The DIKW hierarchy received its data from the same source as it received its 

input. For the transformation of raw data into knowledge, we followed the NIST methodolo-

gy: first, we constructed an ETL and a data warehouse; later, we used XGBoost to perform 

forecasting. In order to provide results to end-users, we used Tableau dashboards. Given the 

short development time, the pilot project conducted in this case study was able to lower the 

forecasting MAPE from 38 percent to 8.9 percent, a significant reduction. 

 

Further research into the implementation of this framework in other Smart City scenarios, 

taking advantage of the abundant data available from multiple platforms, such as energy effi-

ciency, smart mobility, smart metering (water and gas), and intelligent billing (among others), 

is being considered. This could result in resource optimization as well as a change in the op-

erating dynamics of the entire Smart City concept. When it comes to Smart Cities, the overall 

goal should be the most optimal and efficient functioning of a system of systems, where the 

availability of data in real time has become a differentiating element in the marketplace. 

 

It is also possible to explore incorporating various artificial intelligence approaches into the 

data transformation process in order to widen the scope of data transformation. We were able 

to accomplish this by incorporating other sources of information, such as data from social 

media networks, into our framework, allowing users of smart cities to have a stronger voice 

in the design of the city. Natural language processing (NLP) and emotional analysis are two 

methodologies that could be used to deal with this type of data, respectively. There is still 

opportunity for additional validations that include remote processing platforms or case stud-

ies that are more focused on data privacy and security, even if the study leaves the possibility 

of integrating alternative types of data processing in the paper up for discussion. 
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